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3. Focal Area(s): Development of dynamically consistent AI/ML methods that can integrate with the data assimilation cycle to improve the efficiency and effectiveness of state estimation and prediction at short to medium range forecast horizons.

4. Science Challenge: This white paper addresses a first step toward complete integration of AI/ML and DA. Here, we address model emulation and its application to simple coupled atmosphere-ocean dynamics for use in data assimilation applications.

5. Rationale: Coupled data assimilation (CDA) is an emerging research area in which observations are used to initialize the complete Earth system model, while accounting for interactions across multiple coupled sub-component models. Currently, large scale coupled Earth system models are incredibly computationally expensive to run. This makes testing of new CDA methods extremely difficult and time-consuming. New methods are needed that accelerate some of the most limiting bottlenecks within the data assimilation cycle. Here we focus on the cost of model integration. By replacing numerical model integration with AI/ML emulators, we can reduce the cost of generating forecasts and estimating model uncertainty, while still producing the key information needed for data assimilation to produce accurate state estimates.

6. Narrative: Advances in coupled Earth system modeling, such as higher grid resolutions and a growing number of modeled component systems, are making the naive application of state-of-the-art data assimilation methods increasingly difficult. For example, the data assimilation approaches used by leading operational weather prediction centers leverage both variational and ensemble-based techniques. However, the increased costs associated with the Earth system models make ensemble approaches infeasible outside of large carefully planned exploratory experiments. And, the increased complexity of the Earth system models limit the application of variational methods such as 4D-Var, for which both a tangent linear and adjoint model are required but unavailable for such systems.

Promising data-driven attempts to emulate Earth system dynamics range from Linear Inverse Models (LIMs; Penland and Sardeshmukh, 1995) and their extension through variants of Dynamic Mode Decomposition (DMD; Brunton et al., 2020), to variants of recurrent neural networks including reservoir computing (Acromano et al., 2020) and convolutional Long Short Term Memory (LSTM) networks (Sonderby et al., 2020). Recent advances improve understanding of recurrent neural networks such as reservoir computing as a type of
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generalized synchronization between the AI/ML emulator and the original dynamics (Platt et al., 2021); there are close parallels here with the underlying principles of data assimilation itself.

Our research team is testing and advancing any of these data-driven techniques for application to coupled Earth system models and for use in coupled data assimilation. Recent results from Lin and Penny (2021) indicate that a simple coupled atmosphere-ocean model using quasi-geostrophic dynamics (De Cruz et al., 2016) can be reasonably well modeled using a scalable reservoir computing framework that is provided only pointwise state information as training data (see Figure 1). These results provide the groundwork for transitioning the same techniques to be applied to long Earth system model simulations and observationally guided historical reanalyses, which are all typically stored as gridded fields of physical quantities to facilitate human analysis.

![Figure 1. Prediction of stream function and temperature for atmosphere (top) and ocean (bottom). Each column shows five consecutive days, based on the timescale of the model. The rows show: (a) the target (or ‘truth’), (b) target-minus-prediction by a modified reservoir computing approach, and (c) target-minus-prediction applying localization combined with the modified reservoir computing approach. (Reproduced from Lin and Penny, 2021).](image)
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