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Focus Area
This white paper addresses DOE AI4ESP focus area #2 by providing a sketch blueprint for a next-generation, hybrid AI/process-based global Land Surface Modeling (LSM) framework to improve projections of climate change impacts on the land surface system including agriculture and the hydrological cycle.

Science Challenge
Climate change impacts on agriculture are highly uncertain: -50% to +150% global production changes for major grains under high-end climate change [1], for example. The core challenge in land surface system predictability is the large gap between the scale at which the relevant biological processes act and the scale at which the risks need to be assessed. Conventional empirical and process-based modeling approaches are insufficient. A new multi-scale modeling paradigm which employs AI/ML to learn from new streams of remote sensing data and targeted ‘gene-to-global’ simulations [2] is needed.

Rationale
Agriculture is a major component of the Earth System. Over 70% of total freshwater withdrawals [3] and half of the Earth’s habitable land (not including glaciers or deserts [4]) is agricultural. Water availability issues driven by climate variability are therefore almost invariably agricultural water shortages. Agriculture accounts for an even higher fraction of consumptive water use. Total freshwater withdrawals for thermoelectric generation can exceed that of agriculture in some energy-intensive economies, but the consumptive fraction is very low (~2.5% [5]) making it hydrologically unimportant. Agricultural impacts on the hydrological cycle and climate are therefore substantial; irrigation in South Asia is changing the characteristics of the monsoon [6] and evapotranspiration (ET) from maize in the US Midwest substantially reduces maximum dry bulb summertime temperature in the region [7].

Agricultural climate risks are typically assessed using one of two broad categories of model: statistical (empirical) and so-called process-based models, both with strengths and weaknesses. On one hand, doubt can be cast on the generalizability of using the relationships between historical agronomic data residuals and historical weather to predict the impacts of future mean changes in climate. Estimated relationships, while possibly very accurate in out-of-historical-sample validation, may be learning incorrect weight and cannot account for changes in management and the effects of elevated CO$_2$. On the other hand, the relevant plant growth processes act at the scale of
plant DNA, and the governing equations are largely unknown. Heterogeneity in technology (e.g. cultivar genetics) and management decisions (e.g. growing seasons) are impossible to explicitly code into process-based simulations at the relevant resolution so projections from global process-based models remain very uncertain. A gap remains between the modeling approaches with little cross-pollination between research domains. AI/ML can be employed to bridge the research gaps between empirical and process based models and improve land surface system predictability.

### Narrative

We intend to develop a next-generation LSM framework analogous to *Earth System Modeling 2.0: ClimateMachine.jl* [8]. The key scientific problem in climate modeling is the computational cost of running global simulations at the horizontal and vertical resolution needed to accurately represent boundary layer eddies. The proposed solution is to break open the standard climate model so that it can learn from satellite data and outputs from targeted high resolution convection simulations. The DOE is currently funding efforts in this vein at the Computational Clouds and Climate Lab at UCI and through other AI/ML applications in *Superparameterization* or *Ultraparaterization* of clouds and boundary layer dynamics [9]. Similarly, next-generation land surface models should be able to learn from two critical streams of data: remote sensing and targeted, high-resolution farm system modeling from ‘gene-to-global’ scales [2].

The first major area of promise in land surface modeling involves using satellite images to better understand the relationship between environment (soil and weather) and vegetative production [10]. Earth observation data is growing at ~100TB/day [11], with satellite images the largest source. Satellite images are primarily being used in the agricultural modeling domain to cost-effectively improve yield data where little or none exists (e.g. to get more regression or process tuning targets [12]) and map land use areas more accurately [13]. Biophysical estimations, such as leaf area index, gross primary productivity, and ET, have recently become available over global cropland with improved resolutions and accuracy [14, 15, 16]. Early efforts of integrating these satellite measurements into regional or global process-based land surface models are promising, but still amount to parameter calibration in a manual set-up in most cases at the moment [17, 18].

The second area of active development is applications of AI/ML in agricultural models. Deep learning is being used in place of conventional statistical frameworks in standard empirical agricultural models, where the regression target is the (government) reported yield at some administrative level. These supervised methods have shown to outperform conventional statistical models and process based models at predicting out of sample historical yields [19, 20]. The volume of incoming data makes conventional assimilation techniques inadequate, deep learning must be applied to automatically learn the relevant patterns and features. Finally, agricultural models need to account for changing genetics and management in order to accurately predict future threats from climate change. The next-generation model framework must be able to learn from targeted, or fine-scale simulations where observations are unavailable (or not possible) and to inform genetic development and management interventions.

We propose building a hybrid AI/process-based model framework from the ground up to synthesize these three research themes. A core component of the approach will be leveraging AI/ML to learn solutions to the PDEs representing photosynthesis and plant growth under heterogeneous conditions using the rapidly expanding wealth of satellite data and existing process knowledge. Misfits in conventional empirical models are likely due to coarse temporal aggregation of weather regressors and targets. Typically, growing season temperatures are aggregated up to the growing
season, with a variety of engineered features intended to represent heat and water stress. A key innovation of our data-driven approach involves using AI/ML to predict plant growth and ET across the entire season—not just the final yield, increasing the number of targets by 2 orders of magnitude.

AI/ML can be employed to improve prediction power in land surface models in at least five concrete ways [11]. First, classification deep learning algorithms can be used to generate new high-resolution input datasets, especially of management conditions such as land-use type, sowing and harvest dates, irrigation application, tillage practices, and cropping systems. Second, AI/ML can be used to improve existing parameterizations within the model such as applying data-driven spatially explicit ET parameterizations. Applicable learning algorithms for this process will include OLS gradient descent, Bayesian inversion, and ensemble Kalman methods [8]. Third, clustering may be used to reduce the computational burden of high resolution simulations through spatial aggregations of grid cells by homogeneity criteria. Fourth, AI/ML can be used to study existing process-based model simulation outputs by analyzing the residuals on different outputs like ET. Finally, entire sub-modules in the process-based model (e.g. the plant phenological development) can be replaced with AI/ML wholesale.

Relevant processes that need additional research development include: diffuse radiation (to study the effect of potential geoengineering [21], pests and diseases [22], temporal soil moisture dynamics [23], heavy precipitation and water logging [24, 25], changing irrigation technologies, surface and groundwater irrigation availability, and non-annual managed plant types. Another key feature of next-generation LSM needs to be ESM coupling. Current representations of land surface processes in ESMs are crude, with most GCMs not explicitly representing managed vegetation [26]. Our new framework will tightly couple with the E3SM model to provide boundary conditions and study the critical feedbacks between the land surface and the climate.

Critical data challenges to improving Earth System predictability by this approach include limited ground truth data outside of North America and Europe, especially that of high-quality crop cuts and management choices. While satellite data can fill this gap to some extent, these data are limited by satellite return rates and cloud cover in the tropics. Additionally, the crucial impacts of CO$_2$ on plant growth are not easily derived from observational datasets and may seriously hamper any data-driven approaches. Expanded networks of field-level data collection under uniform standards[27], advanced synthesis of multiple satellite data products, and innovative use of Free-Air Carbon Enrichment (FACE) data [28] are requiried to address these challenges.

Finally, we aim to reshape the Earth System Model (ESM) development paradigm in general. Most ESMs are written in legacy languages (e.g. FORTRAN) and custom HPC environments that are unavailable in practice to most researchers and cannot readily capture the power of new computational architectures (e.g. GPUs or TPUs). Next-generation models need to be built from the ground up to be able to capitalize on new high performance compute environments and to efficiently incorporate the AI/ML features outlined above. While climate model skill at representing certain phenomena has improved over the last decade [e.g. 29], overall sensitivity to CO$_2$ forcing has seen little consensus improvement between CMIP5 and CMIP6 [30]. ESMs become harder to improve through model intercomparison as they increase in complexity, because the root causes become harder to diagnose. To accelerate model development and improve Earth System predictability, the next generation should not consist of many models being compared to one another, but a single, modular model framework which is improved by everyone. A next-generation model should therefore be fully open source code and utilize a community-focused developmental strategy following the principles of FLOSS and Open Science.
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